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I.​ INTRODUCTION 

1. I would distinguish three interrelated meanings 
of the term “AI ethics”.1 Firstly, the study of 
ethical issues related to the production and use of 
AI. Secondly, the study of the possibilities of 
creating intrinsically ethical AI, that is, ethical AI 
by its design. The most general principles of AI 
ethics are the same as in medical ethics 
(beneficence, non-maleficence, justice, (human) 

1 The term “artificial Intelligence” (AI) is conveniently 
defined based on the way it is currently used primarily by 
specialists, but also by the wider public. This includes not 
only programs, algorithms, programmed computers and 
robots (AI systems), but also relevant laboratories, institutes, 
projects and so on. Usually, depending on the context in 
which the term is used, it is clear what we are talking about. 
In the future, perhaps the term will also denote some new 
common property shared by all AI systems: “artificial 
intelligence”. 

autonomy), plus the AI-specific principle of 
explainability. The principles may vary slightly [1; 
2]. Thus, the authors of a recent article mention 
six principles: “freedom [they also talk about 
human agency, which encompasses freedom, 
autonomy, and dignity], privacy, fairness, 
transparency, accountability, and well-being (of 
individuals, society, and the environment)” [3, p. 
1267–1268].  To these can be added harmlessness, 
responsibility and some other principles. These 
abstract principles are supplemented by more 
operational principles. Finally, thirdly, there is the 
question of an AI that would have the capacity to 
discover or produce new ethical values. 

The essence of a new AI ethics, or a new 
Enlightenment ethics, proposed by the German 
philosopher M. Gabriel, as I understand it, is to 
create, in the process of global cooperation of 
different cultures with different values, a powerful 
ethical AI by its design, a kind of Alpha Buddha or 
Alpha Jesus, which would discover or at any rate 
help man to discover and socio-economically 
implement new moral facts and laws (including 
those concerning the AI itself), i.e. would actively 
contribute not just to radical changes in society, 
but to rationally controlled, scientifically guided 
moral progress. Such an AI is seen by Gabriel as a 
system for universalising morality, helping us to 
understand who we are as human beings, who we 
want to be and who we should become [4]. 

I have some reservations and concerns about this 
project, particularly regarding the possible loss of 
human autonomy, at least in part. 

2. But first of all, what is the relationship between 
AI and human intelligence? I interpret the 
relationship between them in terms of a 
categorical distinction between the ideal 
(normative) and the real. This distinction can also 
be explained in terms of the Wittgensteinian 
rule-following problem. AI follows formal 
(machine) rules [5–6]. A similar view was 
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defended by S. G. Shanker in his book 
“Wittgenstein’s Remarks on the Foundations of 
AI” back in 1998 [7]. 

It is also consistent with the fact that for the 
French philosopher D. Andler, AI relates to 
humans like a shadow to a cowboy, and for 
Gabriel like a map to a territory [1; 4]. For 
Gabriel, AI is a model of thought. It has an 
artificial rather than neurobiological basis [8]. 
The discrepancy between me and Gabriel is that 
for him thought is real, something like a 
non-natural human sixth sense2, not an 
informational process that has no reality of its 
own (from this point of view AI does not think), 
whereas for me it is ideal, but this implies its 
rootedness in reality, including neurobiological 
reality (according to the conceptual grammar of 
the concept of thought) [8]. 

Earlier I argued that AI is not intelligence and 
within the existing naturalistic paradigm it will 
never be, because it lacks a normative dimension, 
or equivalently, sensitivity to context. The idea of 
transhumanism is a myth.  The so-called moment 
of singularity will never come [5; 6].3  At the same 
time, the Promethean project of creating an 
autonomous AI in the image and likeness of a 
human is a threat and should be abandoned. D. 
Andler takes a similar position: context has a 
normative dimension, and intelligence is 
normativity4, while AI is only capable of solving 
problems, which is a secondary task for human 
intelligence [1; 10]. 

М. Gabriel, on the contrary, defines intelligence as 
the ability to solve problems. In this sense, AI can 
be smarter than humans, although it does not 
possess the highest form of thinking – reflective 

4 “Intelligence is not a thing, not a phenomenon, not a 
process and not a function, but a norm that applies to 
behavior: it qualifies the relationship between a human and 
her world, and in a way that is never objective and definitive 
(...).” [1, p. 12]. 

 

3 Among the contemporary philosophers, the same point of 
view is held, for example, by M. Gabriel, D. Andler, L. Floridi, 
M. Bitbol. The opposite point of view is held, for example, by 
D. Chalmers [9]. 

2 For this reason, for Gabriel, human intelligence is “artificial 
intelligence” (but certainly not in the sense in which we speak 
of AI) [8].  

thinking. Also, Gabriel sometimes says that no 
one knows what thinking/thought is. “If thinking 
is something more abstract, a process in reality 
not essentially tied to brains and their parts, AI 
systems could in principle become or already be 
real thinkers” [4]. (In this case the model (the AI 
system) would belong to the same reality as the 
target system (human thinking).) 

According to the Italian philosopher L. Floridi, the 
question of whether AI thinks or not does not 
matter [11]. What matters is what AI does and is 
able to do. Floridi believes that AI does not think, 
but is an agent. AI is a new kind of agency. It is a 
non-human, mindless agency that transforms the 
environment and requires its transformation 
(semanticization). Otherwise, AI could not exist 
and be used. But if by agency we mean the ability 
to perform full-fledged actions, I wouldn’t call AI 
systems agents. Actions, like judgments, are 
normative. Only humans are capable of them. 

3. According to Gabriel’s new moral realism, there 
are universal, a priori, absolute and unchanging 
moral principles, which are first discovered and 
then applied in a context external to them [12]. 
This neoclassical approach to morality contradicts 
the realist contextual approach of the French 
philosopher J. Benoist, which I share, and the 
moral realism of the British philosopher T. 
Williamson, who criticizes moral inferentialism 
[13; 14]. A more general position – moral 
principlism – is also problematic (different 
principles may contradict each other, be 
interpreted differently, and their applicability 
depends on the context). In fact, it is not 
principles that are primary, but moral perception 
in context, paradigmatic examples of moral 
knowledge [13]. 

The Williamsonian critique of internalism and 
coherentism in epistemology, as well as the 
Wittgensteinian critique of the notion of an 
absolute moral fact that would contain all its 
applications, should also be taken into account 
here. Ethics cannot do without ontology (moral 
facts), but neither can it be reduced to ontology. 
The factual, what is cannot tell us about the 
normative, about what ought to be. In other 
words, the introduction of a Platonizing (ideal), 
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but non-metaphysical, dimension is necessary 
[13]. But this is precisely what AI is devoid of by 
definition. 

Gabriel’s AI new ethics seems to me to imply 
Gabriel’s general approach to morality [12]. But if 
an AI is not sensitive to context (otherwise it 
would not be an AI, but a human being, or 
perhaps some autonomous non-human 
intelligence with non-human morality), much less 
a moral one, and the essence of morality is such 
sensitivity, the question arises about the 
possibility of implementing Gabriel’s proposed 
program of moral progress with the help of an AI 
and the potential consequences of attempts to 
implement it. Perhaps Gabriel’s moral project of 
“Be progressive!” should be replaced by a more 
moderate project. 

4. Classical symbolic AI is a program, an 
algorithm, an extended logic. Connectionist AI, 
which replaced it, is an artificial neural network. 
The philosophy of the former is rationalism 
(“everything is logic!”); the philosophy of the 
latter is empiricism (“everything is perception!”), 
although it includes essential elements of 
symbolic AI. So-called “deep learning” and “large 
language models” (Chat GPT, etc.) are a 
contemporary development of connectionism. 
Presumably AI of the near future will synthesize 
both approaches. The philosophy of such hybrid 
AI can be conventionally compared to Kant’s 
critical synthesizing rationalism and empiricism.5 

5 Already after writing this article I learned that a similar 
comparison is made by R. Evans. He writes: “The neural 
network is the intellectual ancestor of empiricism, just as 
logic-based learning is the intellectual ancestor of 
rationalism. Kant’s unification of empiricism and rationalism 
is a cognitive architecture that attempts to combine the best 
of both worlds, and points the way to a hybrid architecture 
that combines the best of neural networks and logic-based 
approaches” [15, p. 41]. Some believe that the Kantian 
categorical imperative can be formalized, algorithmized, and 
implemented in AI (see, e.g., [15–17]). Others conclude that 
the AI cannot be a Kantian moral agent in the real sense of 
the term because it cannot possess autonomy or the power of 
reasoning in the Kantian sense [18]. Within my contextual/ 
normative approach, the latter conclusion is obvious. At the 
same time, AI that imitates an ethical agent is possible and 
has practical use. For example, the author of one article 
argues that AI can be (moral)reasons-responsive, make 
(moral) judgments, and make (moral) decisions. At the same 
time, he argues that AI cannot be an authentic, or 

Accordingly, ethics can be built into AI from the 
top down (it seems that this approach is closer to 
Gabriel’s one), but it can also be built into it from 
the bottom up, by training the AI on large 
amounts of empirical data. 

Thus, S. Russell suggests an alternative to 
principlism. The essence of his approach is to 
orient AI ethics to human preferences, which 
would be revealed from statistical data on human 
behavior [20, ch. 7]. This approach – inductivism 
– is, as Andler notes, based on illusions. In fact, it 
is not possible to identify human preferences 
purely statistically, behavior is not determined by 
preferences alone, and finally, the future does not 
always have to be determined by the past – as 
something that has a high probability of 
occurrence (this is not true in crisis and 
intractable situations, as well as in science and 
art) [1, p. 223]. 

5. AI is a new kind of reality. However, it does not 
exist by itself (absolutely), but is integrated into 
socio-economic and material relations, practices, 
that is, it has real conditions for its existence. If 
we stop caring about it, it will disappear. AI is a 
complex technology. As is known, when a complex 
technology is used by a large number of 
independent agents, there are situations when not 
the agents control the technology, but the 
technology controls the agents, which indicates its 
reality. 

There is a general problem of control of AI and, in 
particular, the problem of alignment of AI ethics 
and human ethics. We are not able to fully control 
AI. So we want at least the values of AI to match 
or harmonize with those of humans.  This 
problem may turn out to be unsolvable [1, § 10.5].6  
The dilemma here is as follows: either we design 
AI systems that cannot solve complex problems 

6 The literature also discusses the “responsibility gap 
problem” related to the alignment problem, which raises the 
question of who bears responsibility for unpredictable 
actions performed by self-learning (quasi-)autonomous AI. 
In my view, the attempt to shift the responsibility, at least 
partially, to the AI is untenable.   

responsible, (moral) agent [19]. While agreeing only with the 
latter, I note that authentic reasons-responsiveness, 
judgments, and decisions are normative, whereas for AI they 
are purely causal. 
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that we cannot solve without AI help, but would 
like them to be solved, or we design AI systems 
that can solve complex problems, but at the same 
time turn out to be at least partially 
(quasi-)autonomous. The problem is that it is 
impossible to impose values on an (quasi-) 
autonomous system from the outside by 
definition. It chooses its own values and chooses 
whether or not to accept the values offered to it. 

An aspect of the alignment problem is the 
problem of determining which human values 
should be prioritized for alignment, whose values 
should be encoded in AI systems. This is the 
problem of “value pluralism, in which different 
individuals and cultures hold diverse, conflicting 
and irreducible values. Undemocratic value 
alignment excludes the users from acting as full 
epistemic agents, and as a result, full moral 
agents” [21, p. 4, § 3]. It is difficult, if not 
impossible, to make AI simultaneously take into 
account the interests of society as a whole, 
different groups of people, and different 
individuals.7 And also there are various normative 
ethical theories. A thought experiment with a 
quasi-autonomous (self-driving) car as a version 
of the classic thought experiment of the trolley 
problem illustrates this problem. Depending on 
the system of normative ethics embedded in the 
AI program – deontological or utilitarian, as well 
as their interpretations, – the AI will “act” one 
way or the other in some well-defined 
(corresponding to the AI algorithm) situations. 
(See analysis of the problem, in particular, in the 
Kantian perspective, for example, in [21, 24, ch. 
6–8].) 

6. But even if AI systems were relatively safe, we 
might become dependent on them, because once 
we lived in a world transformed for them, we 

7 The later philosophy of Wittgenstein is applied to the 
alignment problem in [22]. It is proposed to take into 
account psychological, social, and cultural contexts, their 
variability. While this approach allows us to reduce the 
severity of the problem, it is, I claim, based on an imitation of 
sensitivity to context. There is no genuine rule-following here 
in the sense in which Wittgenstein understands it. As for 
imitating Wittgensteinian AI, it is possible, but more difficult 
than imitating Kantian AI (see the attempts to use the 
resources of Kant’s philosophy to improve the “cognitive” and 
“ethical” abilities of AI in [15; 23–25]).   

could no longer do without them. This raises the 
question: Do we want to live in a world made for 
machines and not be able to do without them? 

 Andler, for example, puts forward the principle of 
moderation: “Use artificial intelligence only when 
the risks are reduced and the benefits are 
significant; use AI systems that are as simple as 
possible and capable of providing the expected 
service” [1, р. 224]. This principle, in particular, 
implies the following: Use AI only when its net 
contribution will be positive. Do not assign  it 
tasks that can be accomplished without AI. Do not 
give it a humanoid appearance. Do not use it 
where human intelligence is required, i.e. not just 
the ability to solve problems. In particular, do not 
assign it tasks whose solution requires wisdom. 

Quantum logic, in a sense, takes into account the 
inherent non-(pre)determinacy and contextuality 
of human decisions and actions. One can 
therefore assume that the quantum or the 
quantum-like AI based on it will be human-like 
[26]. But , according to my argument, it will never 
become intelligent and ethical, nor will it come 
close to a human being, because context is not 
reducible to logical operations.  

AI imitates intelligence, ethics, autonomy, 
agency/action.8 Conceptual confusions of the 
artificial and the natural, the ideal and the real   
have undesirable consequences, both theoretical 
and practical. One of the tasks of AI philosophy is 
precisely to separate one from the other, to 
emphasize as much as possible the differences 
between AI and humans. Anything that AI can or 
will be able to do, no matter how advanced, is not 
part of human nature. In other words, we need a 
realistic, not idealistic, conception of AI. 

8 One might say, “But it’s obvious!” And, from my point of 
view, it really is. The philosophical study of AI does not so 
much prove the absence of AI’s genuine intelligence, ethics, 
etc., as it tries to reveal what is not AI, i.e., the nature of 
natural intelligence, human beings. Kant, as we know, 
considered the question “What is man?” to be the key 
question of philosophy. At the same time, the 
unpredictability of AI does not allow us to consider that AI is 
only an imitation of natural intelligence. AI systems can also 
be seen as a new kind of reality, for which traditional 
concepts acquire a different meaning. For example, one can 
introduce a non-anthropomorphic notion of a trustworthy AI 
[27].    
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