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ABSTRACT

The Aging variation
1

poses an interesting

challenge for the task of automatic face

recognition. Most face recognition studies that

have addressed this problem focused on age

estimation or aging simulation. Designing an

appropriate feature representation and an

effective matching framework for age invariant

face recognition remains an open problem.

In this research study, a novel age-invariant face

recognition framework that is built based on two

face biometric traits is proposed. The first trait is

a set of anthropometric measurements acquired

from the lip-nose complex.

Lip-nose complex measurements have been

known in several physiological studies to be

discriminative among different ethnicities and

among different genders within the same

ethnicity.
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The second trait is based on extracting features

of the periocular region using two robust

descriptors, namely local binary patterns

rotation invariant descriptor (LBPV) and GIST

descriptors. The periocular area is considered as

the most discriminative face area and is known

to preserve its stability with aging. The two

biometric face traits were combined at the

feature level after being normalized separately

using the Z-score rule and projected into a

principle component analysis (PCA) subspace.

Eight algorithms were derived as part of the

proposed framework for performing age

invariant face verification and identification.

Furthermore, the proposed framework was used

to produce demographic information, namely:

age group, gender, and ethnicity from aging

faces.

Experimental results show that the proposed

framework reported an EER of 6.51% over the

MORPH album 2 database (compared to 16.49%

reported by Mahalingam et al), which is the

largest public face aging database and 7.22%

over the FG-NET database (compared to 24.08%

reported by Mahalingam et al).

The proposed framework achieved an

identification accuracy of more than 95%

(compared to 66.40% reported by Park et al)

over the MORPH album 2 database, which is the

largest public face aging database and 93% over

the FG-NET database (compared to 38.10%

reported by Geng et al ).
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Index Terms: anthropometric measurements,

craniofacial growth, FG-NET, lip-nose complex,

MORPH.

I. INTRODUCTION

Human perception studies reveal that attributes

derived from one's appearance, such as one's

emotional state, attractiveness, perceived age, etc.

tends to significantly influence interpersonal

behavior [1].

Hence, for many decades, human faces have been

closely studied in computer vision and

psychophysics with the objective of characterizing

the many factors that induce appearance

variations and subsequently unearthing

information pertaining to an individual from

his/her varying facial appearances. Facial aging is

known as a complex process that varies with both

the shape and the texture of the facial area. Shape

variations include craniofacial, whereas texture

variations include skin coloration, lines and/or

wrinkles. Shape and texture are both considered

as the common facial aging patterns. Since the

aging process occurs throughout different ages, it

can be classified into the above-mentioned aging

patterns. As a result, an age-invariant facial

recognition method should account for these

aging patterns [2].

The applications of age-invariant facial

recognition are lost children investigations,

human-computer interaction, and passport photo

verification. These applications possess two basic

attributes: 1) significant age difference between

probe and gallery photos (photos acquired during

enrollment and also authentication phases), and

2) failure to acquire the person's facial photo in

order to update the template [3].

Furthermore, real-world conditions continue to

be challenging, mainly due to the great amount of

changes in the process of acquiring faces. For

example, criminal offense inspections and society

safety organizations must frequently fit a probe

photo with registered photos in a database, which

may depict significant differences in facial

characteristics due to the presence of different age

groups. The effects of aging on the performance of

facial recognition systems have not been

thoroughly studied. Thus, there is a need to

develop facial recognition algorithms, which are

generally invariant towards aging [4].

Forensic scientists proved that human face aging

strongly depends on ethnicity and gender [5].

Although human faces have the same general

manner in aging, each ethnic and gender group

has distinct characteristics. Therefore, it is

insufficient to assume that similar faces age in

similar ways for each and every individual.

Several physiological studies [6] [7] [8] have

proved that the arithmetic range of the lip-nose

complex measurements is different for different

ethnicities, and thus can be adopted for ethnicity

classification. The same studies have also proven

that such measurements have a different

arithmetic range of different genders within the

same ethnicity. Moreover, some of the studies [7]

[8] concluded that there is a possibility that the

growth rate for such measurements is unique for

each individual. Inspired by the aforementioned

physiological facts, the lip-nose complex

measurements were used as the first facial trait in

the proposed system.

The Periocular region has the densest and the

most complex biomedical features on the human

face, e.g. contour, eyelids, eyeball, eyebrow, etc.,

which could all vary in shape, size and color.

Biologically and genetically speaking, more

complex structure means more "coding

processing" occurs with fetal development, and

therefore more proteins and genes are involved in

the determination of appearance. Moreover, the

Periocular region goes through little changes over

time because the shape and location of the eyes

remain largely unchanged [9]. As it is stable

across ages and has strong discriminative power,

using the Periocular region for age invariant face

recognition is rational and wise. In the proposed

model, texture features extracted from the

Periocular region are used as the second facial

biometric trait.

The remainder of this paper is organized as

follows: Section 2 surveys previous research
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efforts related to age-invariant face recognition

and the Morphometry of the Lip-Nose Complex.

The proposed system is discussed in details in

Section 3. Section 4 is dedicated to the

experiments and results. The conclusion and

future work are presented in Section 5.

II. RELATED WORK

When Face recognition across age has not been

explored much in the past in spite of its

importance in real-world applications. A detailed

survey of the effects of aging on face verification

tasks can be found in [1, 2]. Earlier approaches [3,

4] perform recognition by transforming one image

to have the same age as the other, or by

transforming both the images to reduce the aging

effects. Table I summarizes a number of

age-invariant face recognition studies.

Chellapa et al. [3, 5] proposed a craniofacial

growth model that characterized the shape

variations in human faces across age variations.

The authors observed that the growth parameter

for different face features across age can be𝑘 
adapted in the model to characterize the face

growth. Ramanthan and Chellapa [4] also

proposed a two-step approach for modeling aging

in adults, which comprised of a shape and texture

variation model. The formulation of shape

variations is performed by constructing physical

models which characterizes the functionalities of

the face muscles.

Table 1: Published Age-Invariant Face Recognition Studies

Reference
Approach

/Method

Description of the Proposed

System

Ramanathan et

al.[5]

Generative/

Mathematical

Modelling.

Shape (Craniofacial) growth

modelling up to age 18.

Geng et al. [7]
Non-generative/

Subspace method.

Learn aging pattern on

concatenated PCA coefficients

of shape and texture across a

series of ages.

Park et al.[6]
Generative/

3D modelling.

Learn aging pattern based on

PCA coefficients in separate 3D

shape and texture spaces from

the given 2D database.

Ling et al.[8], [9]

Non-generative/

Feature-based

method.

GOP+SVM

Mahalingam et al.

[11]

Non-generative/Featu

re-based method.
HLBP + AdaBoost classifier.

Park et al. [6] designed an aging simulation

technique that learns the aging patterns of shape

and the texture based on PCA coefficients. A 3D

morphable model is used to model the aging

variations from a set of 2D face images. To model

the aging variations from two-dimensional

images, a morphable model that is three

dimensional is employed. The prototype

technique is applied to the 3D face data. Although

the prototype technique is able to extract average

patterns, many details crucial for age perception

such as wrinkles and pigments are neglected. Park

et al. fitted their 3D morphable model to a set of

face images by fitting an active appearance model

(AAM) and extracting a 3D model from the AAM.

Aging is performed by calculating a set of weights

between an input face and exemplar faces in the
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same age group. These weights are then used to

build an aged face as the weighted sum of the

resulting faces at the anticipated age. After the

appearance is predicted, they used commercial

face recognition software to evaluate the

recognition performance and observed that aging

prediction model improves the performance of

face recognition algorithms. The shortcomings in

three-dimensional face recognition include the

significant size of the three-dimensional models

which usually demands high computation cost in

matching, as well as the expensive price of

three-dimensional imaging sensors. Building a

model for craniofacial growth and another one for

modelling texture variations with the possibility of

the need to transform the 2D models to the 3D

space increases the computational complexity and

consequently the total processing time.

Geng et al. [7] learned a subspace of aging pattern

based on the assumption that similar faces age in

similar ways. Their face representation is

composed of face texture and the 2D shape

represented by the coordinates of the feature

points as in the active appearance models.

The aging pattern is developed which is defined as

the sequence of face images sorted in time order,

by constructing a subspace. The aging pattern of

the query image is determined by projecting it in

the subspace. The position of the face image in

aging pattern which is sorted in the time order

indicates the age. The above method requires

prior information like the actual age of the

individual, the face feature points to model the

aging pattern in the face images.

The shortcomings of the above mentioned

approaches are that the information about the age

of the probe image is required in order to perform

the age transformation. This information is

usually not available in real-world applications.

Also, the accuracy in age transformation relies on

the accuracy of the aging model. Such

inaccuracies may result in inappropriate age

transformations causing instabilities to these

approaches. Moreover, Construction of face

models is difficult and sometimes they do not

represent the aging process very well, especially

when the training sample size is limited. Further,

the face aging process is very complex and,

consequently, in order to construct the aging

model, strong parametric assumptions are

needed, which are often unrealistic in real-world

face recognition scenarios.

Discriminative approaches proposed in the past

[8, 9] follow a non-generative approach to

perform face recognition across age progression.

Ramanthan and Chellappa [5] proposed a

discriminative approach for face verification

across age progression. The authors adapted the

probabilistic eigenspace framework and a

Bayesian model to learn the differences between

intra-personal pairs and extra-personal pairs. To

avoid the challenges caused by illumination

variations, they use the half face that has better

illumination (termed as PointFive faces) and use

the symmetry property of the face to construct a

face image.

Ling et al. [9] also used a non-generative

discriminative approach for face verification of

age separated images. They propose a face

representation called gradient orientation

pyramid, in which a Gaussian pyramid is

generated for each face image and the gradient

orientation is computed for each pixel at all levels

of the pyramid. SVM is then used to classify the

image pairs as intra-personal or extra-personal.

Bereta et al. [10] compared seven local descriptors

commonly used in face recognition, e.g. LBP and

WLD, and classify images by calculating a

distance between feature vectors containing local

texture. The Gabor coded MBLBP feature

combined with the Euclidean distance brings the

best recognition accuracy. Bereta et al. conducted

experiments using MB-LBP to check the

robustness of the features against ageing using

FGNET database and with MB-LBP and

Euclidean distance as similarity metric obtained

70% recognition accuracy. They also evaluated

MB-LBP method along with Gabor features using

Euclidean and cosine distances as similarity

measurements and achieved 76% and 75%

recognition rates respectively.
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Mahalingam et al. [11] proposed a hierarchical

local binary pattern (HLBP) feature descriptor

used for face representation across age.

The representation by HLBP across minimal age,

illumination, and expression variations combined

with its hierarchical computation provides a

discriminative representation of the face image.

The proposed face descriptor is combined with an

AdaBoost classification framework to model the

face verification task as a two-class problem.

HLBP for each image is constructed by computing

the uniform LBP at every level of the image

pyramid and concatenating them together to form

the HLBP descriptor. A dense sampling using LBP

local descriptors allows the extraction of

discriminatory information such as the

distribution of the edge direction in the face image

which is an age invariant feature.

A non-generative discriminative approach for the

task of face recognition of age separated images is

proposed in this research study. The framework

proposed in this research study differs from the

above mentioned non-generative approaches in

the face representation and the classification

framework. A discriminative feature based face

representation coupled with a classification

framework is proposed. The proposed framework

has been applied to two face aging databases,

which include both internal and external

variations in the face images.

III. THE PROPOSED SYSTEM

A block diagram of the proposed age invariant

face recognition framework is illustrated in Fig. 1.

Fig. 1: Magnetization A Block Diagram of the Proposed Age Invariant Face Recognition Framework

Assume a framework where the test image may be

derived from an image or a sequence of images

containing human faces. The face area is detected

using the real time implementation of the Viola

and Jones face detector [109]. Such a detector is

effective for real time applications. The training

patterns of the Viola and Jones face and eye

localizer are from a set of images with predefined

coordinates (i.e., annotation). Based on these

coordinates, the face feature vector of size 12x12 is

extracted from the original face image using the

landmark template (LMT) features [110]. The

LMT features consist of multi-scale Gabor

features (at 6 scales and 12 orientations) applied

searched within the bounding box starting from

the tracked state [111]. 

To detect a face in an input image, each of the

possible sub-images is processed to see if it

represents a face. The input images are

preprocessed before inputting to the face detector.

A confidence score is produced by the face

detector, indicating the system’s confidence on

this detection result. If the score is below some

threshold, then no face is detected.

At the preprocessing stage, all face images in

FG-NET and MORPH databases were properly
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normalized and pre-processed. The pre-

processing stage comprised of converting the

color input images into 8-bit greyscale images and

normalizing the face images photometrically by

eliminating their means and scaling their pixels to

unit variance [40]. Finally, pose correction was

performed to non-frontal face images using the

same method adopted by Kambhamettu et al.

[41], which uses Active Appearance Model (AAM)

technique as proposed by Cootes et al. [42]. A

number of preprocessed sample images from the

FGNET and MORPH databases are illustrated in

Fig. 2 where the images in the top row are the

original images and the images in the bottom row

are the preprocessed images.

Fig. 2: Images Taken from the FG-NET and MORPH Databases in Panels (a) and (b) respectively

Original Images are in the top row and Preprocessed Images are in the bottom row

In the proposed system, only 11 facial landmarks

were considered and automatically localized using

a facial landmark detector introduced recently by

Zhou et al. [34], known as Exemplar-based Graph

Matching (EGM). For the training stage, localizing

the related landmarks was performed manually

only for the MORPH database since the FGNET

database was provided with annotations for a set

of 68 landmarks, which included the 11 landmarks

considered in the proposed system. For the

MORPH database, about 1132 images were

manually annotated and used for training the

system. Fig. 3 illustrates examples of the

automatic landmark localization using the EGM

detector on sample image from the MORPH

database.

Fig. 3: Example of Response Map and Candidate Generations for a Face Image Collected from the

MORPH Database. (a) A testing image labeled with 11 landmarks. (b) A 1/7 portion of all the

candidates. The Black marks indicate the candidates that are transformed from exemplars, while red

ones are the peaks of the response maps. (c) The top two exemplars found by the RANSAC step
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Once the set of face landmarks is localized, a

multilevel feature extraction is performed such

that two set of face features are extracted from the

test image and later fused. The first set of face

features is a set of anthropometric measurements

known as the lip-nose complex measurements.

Since angular measurements and tangential

measurements on faces cannot be estimated

accurately using photogrammetry of face images,

a set of linear projective measurements acquired

from the nose-lip complex are taken into account.

Thus, five lip-nose complex measurements are

considered in the proposed framework as follows:

1. Vertical length of the lip: bottom of the

columella up to the highest point of the

Cupid’s bow. This specific parameter was

basically identified alongside the bottom of

columella up to the tubercle.

2. Cupid’s bow width (philtrum peak to peak):

absolute breadth for oral cavity (commissural

to commissural length).

3. Columella width: the portion between the

nostrils.

4. Nose area width: Distance from one alar to

another.

5. Total width of the mouth: Distance from one

oral commissure to another.

Fig. 4 depicts the lip-nose complex measurements

considered in the proposed framework.

For face recognition problems, the face

measurements extracted from face images lose

their absolute scales because face images can be

easily enlarged. Since the absolute scale

information is lost in the face images, a relative

scale has to be adopted to normalize the face

measurements [5]. Moreover, ratios of distance,

area, and angles are usually measured to

compensate for the varying size of images [14].

The distance between the centers of two eyes is

usually not affected by expressions and thus is

relatively stable. Hence, this distance is used in

this work as the reference scale. After calculating

the set of lip-nose complex measurements, they

are scaled through dividing each of the

measurements by the distance between the

centers of two eyes. Fig. 5 illustrates the notations

related to the coordinates of the face landmarks

considered in the proposed framework.

Fig. 4: The Lip-Nose Complex Measurements used in the Proposed Framework
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Fig. 5: Notation of the Face Landmarks Coordinates

After localizing the set of 11 face landmarks using

the EGM detector as described previously, the

coordinates of the points are then passed as

inputs to a set of Euclidean distance mathematical

equations presented by equations (1) through (6)

to determine the lip-nose measurements for each

sample face. A feature vector containing the

geometric features (scaled lip-nose complex

measurements) is created for each sample image,

and a class incorporating all the geometric feature

vectors related to the sample images, is created

for each subject.
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Where and ( ) are the horizontal𝑥
𝑖

𝑦
𝑖

𝑖 = 1… 11

and vertical coordinates of the face landmarks

respectively. Also, is the distance between the𝑑
1

centers of the eyes, is the nose total width, is𝑑
2

𝑑
3

the Columella width, is the vertical length of𝑑
4

the lip, is the Cupid’s bow width, and is the𝑑
5

𝑑
6

total width of the mouth. Since the FG-NET

database consists of 82 subjects, a dataset of 82

classes is created as illustrated in Table II.
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Table 2: The Lip-Nose Complex Measurements Extracted From One Subject’s Samples in the Fg-Net

Face Database

Samples

Features d1=0.2

Class

(subject

ID)

Total

nose

width

Colum-

ella

width

Vertical

length of

the lip

Cupid’s

bow

width

Total

width of

the

mouth

Age 0 3.15 0.75 1.65 1.15 3.3 1

Age 1 3.15 0.75 1.65 1.15 3.55 1

Age 2 3.3 0.75 1.65 1.25 3.85 1

Age 3 3.4 0.8 1.65 1.3 3.9 1

Age 4 3.45 0.9 1.7 1.35 4.15 1

Age 5 5.9 1.65 3 2.8 7 1

Age 6 6.1 1.75 3 2.85 7.9 1

The periocular region contains the most

discriminating features that can vary across

individuals, which makes it an effective soft

biometric trait. Moreover, early anthropometric

studies agreed that the periocular region is stable

with aging. The proposed framework

outperformed the LBP, Gabor, and a number of

the-state-of-the-art age-invariant face recognition

systems with a maximum verification accuracy of

more than 95% for the MORPH album 2, which is

the largest public face aging database.

The framework preserved the simplicity since it

does not require building aging models or any

pre-processing step prior to performing the

recognition task. Such framework is promising for

real time applications that require high

performance in addition to low processing time.

The second face trait is a set features extracted

from the periocular region using LBPVp,r and

GIST descriptors. The periocular region is a small

region in the neighborhood of the eye and

includes the eyebrows (the definition of the

periocular region provided here is specific to this

work.). This region usually encompasses the

eyelashes, eyelids, eyebrows, and the bordering

skin region, depending on the size of the image

used.

Using the periocular region has the following

advantages: (a) the information regarding the

shape of the eye and the surrounding skin texture

could vary across individuals, which can be used

as a soft biometric trait, (b) no additional sensor

besides the iris camera was required to acquire

the periocular data [15], and (c) periocular region

is perceptually more stable across ages than the

full face [16] (Early anthropometric studies agreed

that the periocular region has stability across

ages.).

Park et al. [17], [18] in their feasibility study, they

concluded that the periocular region is best

discriminated through the fusion of global and

local descriptors. Based on their conclusions, this

research work adopts an approach to combine the

global and local features in order to obtain the

benefits of both of these. The choice of the

appropriate and complementary component

features is vital for good performance. In view of

this, the proposed method includes the Gist

descriptor in order to obtain the global features.

The Gist descriptor aggregate image statistics of

the responses of several filters combined with the

input image. The advantage of the descriptor is

that it is very compact and fast to compute. In the

standard configuration, each image is represented

by a 320-D vector per color band, resulting in a

960-D descriptor per image. The feature vector

corresponds to the mean response to steerable

filters at different scales and orientations.

Likewise, the LBP descriptor is able to efficiently

extract the local details of face images, i.e. image

edges, peaks, etc., even in the presence of noise.

The LBP features are invariant to changes in

lighting and scale. LBP has been recognized as

computationally simple and efficient method

which is invariant to monotonic gray scale

transformation and illumination changes [19].
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The idea of using LBP in face description is

motivated by the fact that faces can be seen as a

composition of micro-patterns which are well

described by such operator.

As a variance of LBP, LBPV is robust because it

exploits the complementary information of local

contrast and spatial pattern. Both of the two

descriptors (Gist and LBPV) are rich in

information and computationally efficient.

Therefore, the designed method will comprise of

the invariant characteristics of both the

approaches, and it will be able to generate the

optimal results against most of the variations

(pose, expression and illumination) present in the

periocular region images beside the variations

introduced by the face aging. In the feature fusion

model, Gist and LBPV features were extracted and

normalized separately, and then, their feature

vectors were simply concatenated and the singular

values of the fused feature vector are projected to

a PCA subspace for dimensionality reduction.

The periocular region is first extracted from the

face test image using the ground truth eye centers

for the faces. The ground truth eye centers of the

faces were provided in FG-NET datasets, which

acted as the centers of the periocular images to be

cropped from the original face images. The size of

the cropping region was calculated by the ratio of

the distance between the eye centers. The

periocular region images were then scaled down

to a uniform size of 100x120 pixels. A number of

preprocessed periocular regions that were

extracted from the FGNET database are

illustrated in Fig. 6. The sample periocular regions

images were cropped from a set of images related

to the same subject at different ages.

Fig. 6: Examples Periocular Regions from the FG-NET

As for the MORPH database, the eye centers of

the faces were localized using the exemplar-based

graph matching (EGM) landmarks detector [20].

Then, the cropping of the periocular region was

performed in the same manner as the FG-NET

database. Fig. 7 shows a number of sample images

collected from the MORPH database of one

subject at different ages and the preprocessed

periocular regions that were extracted from the

images. The first row shows the original images

and the second row shows the preprocessed

periocular regions.

Fig. 7: Examples Periocular Regions from the MORPH

The objective of using a global descriptor for

periocular recognition is to obtain a basic and a

subordinate level description of the perceptual

dimensions. GIST descriptor [21] effectively

encodes the scene images where the distance

between a fixated point and the observer is large

(greater than four meters) [21].
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The gist descriptor is a vector of features , where 𝐺
each individual feature   is computed in𝐺

𝑘

Equation (7) as follows:

(7)𝐺
𝑘

=
𝑖,𝑗
∑ 𝑤

𝑘
(𝑖, 𝑗)× 𝐼 𝑖, 𝑗( ) ⊗ ℎ

𝑘
(𝑖, 𝑗)| |2

Where are a pixel position, denotes image(𝑖, 𝑗) ⊗
convolution, and is a pixel-wise× 
multiplication. The luminance channel of the

input image is represented by . is a 𝐼 𝑖, 𝑗( ) ℎ
𝑘
(𝑖, 𝑗)

filter from a bank of multi-scale-oriented Gabor

filters (eight orientations and four scales), and 

is a spatial window that will compute the𝑤
𝑘
(𝑖, 𝑗)

average output energy of each filter at different

image locations. The windows  divide the𝑤
𝑘
(𝑖, 𝑗)

image into a grid of non-overlapping4 × 4
windows. This results in a descriptor with a

dimension of .  4 × 4 × 8 × 4 =  512

Here, a set of five perceptual dimensions,

namely, naturalness, openness, roughness,

expansion and ruggedness are used to give a low

dimensional, holistic representation of the image.

● Degree of Naturalness: This spatial property

describes the distribution of edges in the

horizontal and vertical orientations. It

describes the presence of artificial elements

such as spectacles.

● Degree of Openness: The second major

attribute describes the presence or lack of

points of reference. An image with a higher

percentage of periocular regions than sclera

and iris region will have less points of

reference or be more ‘open’.

● Degree of Roughness: This perceptual

attribute refers to the size of the largest

prominent object in the image. It evaluates the

common global attributes of the image.

● Degree of Expansion: This attribute describes

the depth in the gradient of the space within

the image.

● Degree of Ruggedness: This attribute gives the

deviation from the horizontal by assessing the

orientation of the contours of the image.

These perceptual properties are correlated with

the second order statistics and spatial

arrangement of structured components in the

image [21]. They are easy to calculate and can be

translated to a useful global descriptors of the

periocular region. The GIST implementation in

this research study receives a fixed size square

periocular area image as input and produces a

vector of dimension 512 as output.

The systems that use GIST descriptor, mostly

resize the input image in a preprocessing stage, to

produce a small square image. The width of the

image is typically in the range from 32 to 128

pixels. Such approach is sufficient due to the low

dimensionality of the descriptor, i.e., it does not

represent the details of an image. In the proposed

framework, an image size of 32×32 pixels is used.

The periocular area images are all re-scaled to

that size regardless of their aspect ratio.

A number of periocular area images which are

related to the same subject (from the FG-NET

database) at different ages are depicted in Fig. 8

along with visualization of their Gist descriptor

features. The original periocular area images are

illustrated in the top row and their Gist descriptor

features are illustrated in the bottom row. Also,

the age of the subject is illustrated for each image.

The periocular skin texture has been used for

human identification in various ways. Jain et al.

[22] detected micro-features such as moles, scars,

or freckles and used them as soft biometric traits.

Others adopted a more general representation of

the overall texture to facilitate recognition using

popular texture measures such as the discrete

cosine transformations (DCT) [23], the gradient

orientation histograms (GOH), or the LBP

[18],[24]. A variance of the LBP (LBPV) for

extracting the overall texture of the periocular

region is adopted to facilitate recognition in this

research study. Basically, LBP is a fine-scale

descriptor that captures small texture details.

As a variance of LBP, LBPV is robust because it

exploits the complementary information of local

contrast and spatial pattern. LBP variance (LBPV)

was first introduced by Zhenhua Guo et al. [25] to

characterize the local contrast information into

one dimensional LBP histogram. It is simplified

yet effective combined LBPs, as well as a method
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of contrast distribution. LBPVp,r /VARp,r is

robust because it exploits the complementary

information of local contrast and spatial pattern.

LBPV/VAR descriptor exploits the supporting

information for the local spatial pattern, as well as

local contrast.

Fig. 8: A Number of some Periocular Region and their Gist Descriptor Features

The VAR possesses a continuous value, which

needs to be quantized. That can be carried out

first by computing feature distributions out of all

training images to acquire an overall distribution.

Following that, a few threshold values are

calculated to partition the overall distribution into

N bins using an equal number of entries [26] to

guarantee the maximum quantization resolution.

The threshold values are employed to quantize the

VAR of the test images. There are three specific

limitations to this quantization technique pointed

out by [27]. The LBPV offers a way to handle these

difficulties associated with the descriptor.

Typically, the information associated with the

variance VAR will not be involved in the

calculations of the histogram of the LBP. The

histogram operation allocates identical weight to

every LBP pattern independent of the LBPV of the

local region. The LBPV is presented by Equations

(8) and (9) as follows:

𝐿𝐵𝑃𝑉 𝐾( ) =
𝑖=1

𝑛

∑
𝑗=1

𝑚

∑ 𝑊(𝐿𝐵𝑃 𝑖, 𝑗( ), 𝑘), 𝑘 (8)

𝑊 𝐿𝐵𝑃 𝑖, 𝑗( ), 𝑘( ) = {𝑉𝐴𝑅(𝑖, 𝑗) 𝐿𝐵𝑃 𝑖, 𝑗( (9)

Where and are the dimensions of the texture𝑛 𝑚
image, is the position of each pixel, is the(𝑖,  𝑗) 𝐾
maximal LBP pattern value, and is𝑊 𝐿𝐵𝑃 𝑖, 𝑗( ), 𝑘( )
the adaptive weight to adjust the contribution of

the code. LBPV can be described as a𝐿𝐵𝑃
simplified descriptor whose feature size is small in

a way that it can be employed in several

applications. Additionally, it is training free and

does not require quantization. Fig. 9 depicts the

Periocular region extracted from FG-NET

database images of one subject at different ages

and their LBPV transformations, where the first

row shows the original Periocular region images

and the second row shows their LBPV

transformation.

Fig. 9: Examples of Periocular Regions their LBPV Transformations

In the event that the lip-nose complex and

periocular region feature vectors are formed,

fusion of the two face features vectors is

performed at the feature level. The feature sets

related to the two face traits are fused at the

feature level since it has been observed that, a

unimodal biometric system that integrates

information at an earlier stage of processing is

expected to provide more accurate results than

those that integrate information at a later stage,

because of the availability of richer information

[28]. In order to be concatenated, the feature sets

must be compatible. Thus, the two feature sets

 © 2023 London Journals Press54 Volume 23 | Issue 1 | Compilation 1.0

Lo
nd

on
 Jo

ur
na

l o
f R

es
ea

rc
h 

in
 C

om
pu

te
r S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y

Age Invariant Face Recognition using Feature Level
 
Fused

 
Morphometry of Lip-Nose and Periocular Region Features

(February 2016)



well-known Z-score rule.

The feature sets are first normalized separately

before concatenating them into a single combined

feature vector. The goal of feature normalization

is to modify the location (mean) and scale

(variance) of the feature values in order to ensure

that the contribution of each component to the

final match score is comparable. Feature sets

normalization is performed using the Z-score rule

[29]. The Z-score offers a useful measurement for

comparing data elements from different data sets.

Typically, the formula used for calculating the

Z-score is represented by Equation (10):

𝑧 = 𝑥−μ
𝑠 (10)

Where represents the Z-score, is the feature𝑧 𝑥
vector, is the mean of the feature vector, and isμ 𝑠
the standard deviation of the feature vector. After

normalizing the two face features sets two

arrangements for concatenating the face feature

sets are considered in this research study. In the

first arrangement, the normalized face feature sets

are concatenated and passed immediately to the

classification module. Fig. 10 illustrates the

implementation of this arrangement over the

FG-NET face aging database [30] which contains

1002 images of 82 subjects. The final feature

vector extracted from each image is of size 1x576.

The final dataset built using the FG-NET database

entire sample images is a feature matrix of size

1002x576.

In the second arrangement, the two normalized

face features sets are concatenated and the

singular values of the fused features set is

projected into a PCA subspace dimensionality

reduction as illustrated in Fig. 11. The PCA is one

of the most popular linear techniques for

dimensionality reduction. It performs a linear

mapping of the data to a lower-dimensional space

in such a way that the variance of the data in the

low-dimensional space is maximized [31].

Fig. 10: First Arrangement of Feature Sets Concatenation
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are normalized prior to fusion using the



Fig. 11: Second Arrangement of Feature Sets Concatenation

The main idea of PCA is to find a reduced set of

vectors that can be used to describe the full data

with high accuracy. The advantage of PCA comes

from its generalization ability. It reduces the

feature space dimension by considering the

variance of the input data. The method

determines which projections are preferable for

representing the structure of the input data. Those

projections are selected in such a way that the

maximum amount of information is obtained in

the smallest number of dimensions of feature

space. In order to obtain the best variance in the

data, the singular values of the data are projected

to a subspace of the feature space which is built by

the eigenvectors from the data. In that sense, the

eigenvalue corresponding to an eigenvector

represents the amount of variance that

eigenvector handles.

The principal components analysis (PCA) is

performed as given below, and returns the

principal component coefficients , also known 𝐶𝑜
as loadings.   is a 576-by-576 matrix, each𝐶𝑜
column containing coefficients for one principal

component. The columns are in order of

decreasing component variance. Projecting the

singular values of the feature matrix into a PCA

subspace is performed in the following steps:

The Feature matrix  is first centered: the𝐹
deviation of the features from its mean is

calculated by subtraction off the mean feature

vector. Thus, is transformed from the𝐹
original space to the zero mean space . 𝐹

0

Subtracting the mean makes variance and

covariance calculation easier by simplifying

their equations as illustrated in Equations (11)

and (12):

𝐹
0𝑖

= 𝑓
𝑖𝑗

− µ
𝑖 (11)

𝐹
0

= 𝐹
01

, …, 𝐹
0576{ } (12)

where is the mean of each feature column,µ
𝑖

is a data point in feature vector ,𝑓
𝑖𝑗

𝑖

is an index of feature column,𝑖 = 1, …, 576
and is an index of a data𝑗 = 1, 2, …, 1002
point. is the zero mean space of feature .𝐹

0𝑖
𝑖

The covariance matrix can then be obtained𝑉

as .𝑉 = 𝐹
0
𝐹

0
𝑇

The eigenvectors are calculated from and𝐸
𝑘

𝑉

sorted according to their corresponding

eigenvalues . γ
𝑘

The first eigenvectors are then selected to span a𝑛
space of reduced dimensionality onto which the

original data can be projected (given by the ratio

of the sum of neglected eigenvalues to the sum of

all eigenvalues).

In the proposed framework 95% of

information was kept, and the resulting
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number of eigenvalues is 100. Thus, the final

size of the reduced PCA subspace is 576 x 100.

5. Each feature vector of the 1002 feature vectors

in the feature matrix is projected to the𝐹
reduced PCA subspace, which results in a

feature vector of size 1x100 as illustrated in

Fig 11.

In the final stage of the proposed framework

classification is performed to produce the final

output of the proposed framework. In the

classification module two classifiers were adopted

in this research study. The first classifier is the

well-known k-means clustering unsupervised

classifier [32]. K-means [33] is one of the simplest

unsupervised learning algorithms that solve the

well-known clustering problem. The procedure

follows a simple and easy way to classify a given

data set through a certain number of clusters

(assume k clusters) fixed a priori. In this research

study K-means unsupervised classification

scheme1 is adopted. In this classification scheme,

produce a set of prototypes for each class where

each class is related to an individual subject. The

main steps of K-means unsupervised classification

scheme (1) can be summarized in the following

points:

● Apply k-means clustering to the training data

in each class separately, to produce 𝑀  
prototypes for each subject class.

● Assign a class label to each of the K x 𝑀
prototypes. Where is the number of subjects𝐾
classes.

● Classify a new feature vector to the class of𝑥
the closest prototype. The closest prototype is

the prototype that has the smallest square

Euclidean distance from the feature vector .𝑥

The main steps of performing K-means

unsupervised classification scheme (1) are

illustrated in Fig. 12 where the FG-NET database

was used as a model for illustrating the process.

Fig. 12: K-means Unsupervised Classification

K-means clustering is performed over each

subject class separately in the following steps:

Initialize Cluster Centers: In K-means it is

assumed that there are prototypes (cluster𝑀
centers) denoted by where this𝑃 = 𝑝

1
,  𝑝

2
, …, 𝑝

𝑀{ }
set is smaller than the original data set. If the data

points reside in a Euclidean space, the prototypes

reside in the same space. They will also be n

dimensional vectors (n=576 in the proposed

framework.). They may not be samples from the

training data set; however, they should well

represent the training data set. In the

experimental setup, k-means clustering was

performed with and with𝑀 = 1 𝑀 = 2
respectively i.e. one-means and two-means

clustering was used in the experiments. Also,

initialization of cluster centers was performed
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K-means is applied over each class separately to
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using randomly selected feature vectors from each

cluster.

Assign each Feature Vector to Nearest Cluster

Center: Each training sample is assigned to one of

the prototypes. This is denoted using the

assignment function by using Euclidean𝐴 •( ) 

distance. Thus, means the training𝐴(𝑥
𝑖
) =  𝑗 𝑖𝑡ℎ

sample is assigned to the prototype, that is, the𝑗𝑡ℎ
prototype is used to approximate or represent𝑗𝑡ℎ

point .𝑥
𝑖

where

 𝐴 •( ) = 𝑎𝑟𝑔𝑚𝑖𝑛
𝑗∈{1,2,…,𝑀}

‖• − 𝑧
𝑗
‖ (13)

Calculate Means of New Cluster Centers: The

centroids are updated by computing the average

of all the samples assigned to it. For example, if a

set of samples were assigned to a(𝑥
1
,  𝑥

2
, …, 𝑥

𝑛
)

prototype . The centroid will be updated such 𝑗
that the new value of is calculated as follows:𝑗

𝑗 =
𝑖=1

𝑛

∑ 𝑥
𝑖

(14)

Check the termination conditions: In K-means,

the optimization criterion is to minimize the total

squared error between the training samples and

their representative prototypes. This is equivalent

to minimizing the trace of the pooled within

covariance matrix. The objective function is:

𝑎𝑟𝑔𝑚𝑖𝑛⏟
𝑃,𝐴

𝑖=1

𝑁

∑ ‖𝑥
𝑖

− 𝑍
𝐴(𝑥

𝑖 (15)

For every point , a prototype is found to𝑥
𝑖

𝑧
𝑗
 

represent . As mentioned above, if 𝑥
𝑖

𝐴(𝑥
𝑖
) =  𝑗

then the prototype will be used. Hence, the𝑧
𝑗

distance between xi and is computed. The𝑍
𝐴(𝑥

𝑖
)

norm in the equation (3.15) denotes the Euclidean

distance. The objective function is represented by

equation (3.16):

𝐿 𝑍, 𝐴( ) =
𝑖=1

𝑁

∑ ‖𝑥
𝑖

− 𝑍
𝐴(𝑥

𝑖
)
‖2

(16)

The necessary conditions for an optimal solution

(termination conditions) are as follows; If the set

of prototypes , , is fixed, the optimal assignment𝑍

should follow the nearest neighbor rule, that is,

𝐴 𝑥
𝑖( ) = 𝑎𝑟𝑔𝑚𝑖𝑛

𝑗∈{1,2,…,𝑀}
‖𝑥

𝑖
− 𝑧 (17)

Given the assignment function, , fixed, the𝐴(•)
prototype should be the average (centroid) of all𝑧

𝑗 

the samples assigned to the prototype:𝑗𝑡ℎ

𝑧
𝑗

=
𝑖:𝐴 𝑥

𝑖( )=𝑗
∑ 𝑥

𝑖

𝑁
𝑗

(18)

where is the number of samples assigned to𝑁
𝑗

prototype . The algorithm converges since after𝑗
each iteration, the objective function decreases

(non-increasing). Based on the necessary

conditions, the algorithm improves the prototypes

and the assignment function iteratively.

It is possible that the steps taken might not lead to

any change in either the prototypes or the

partition. When either becomes static, the

algorithm has converged and there is no need to

continue. Figure 3.13 depicts the main steps of

K-means clustering.

The second classifier adopted in the proposed

framework is a distance-based classifier. The

distance-based classifier used in this research

study is a KNN classifier [34] combined with

cosine score [35]. The cosine score is used for

producing the s between two feature vectors. The

cosine score has two advantages over other

distance metrics; 1) it is scale invariant since it is

an angular distance between two vectors. 2) It

gives more weight to dimensions having high

value (peaks in the histogram) while the

Euclidean distance weighs all dimensions equally

[36]. The cosine score is calculated using the

formula presented in Equation (19).

( )= =𝑑
𝑐𝑜𝑠

𝐹
𝑖
, 𝐹

𝑗
1 −

𝐹
𝑖
.𝐹

𝑗

‖𝐹
𝑖
‖‖𝐹

𝑗
‖

1 − ( 𝑖,𝑗=1

𝑛

∑ 𝐹
𝑖
×𝐹

𝑗

𝑖=1

𝑛

∑ 𝐹
𝑖( )2×

𝑗=1

𝑛

∑ 𝐹
𝑗( )2

)
(19)

function (using the Euclidean distance)𝐴(•)



Where and are the feature vectors matched𝐹
𝑖

𝐹
𝑗

using the distance-based classifier. Once the s are

produced using the cosine score, they are

compared with a predefined threshold. Based on

the results of comparing the s with the reference

threshold, the KNN classifier makes a final

decision.

The different feature representations illustrated in

Fig 10 and Fig 11 are combined with the K-means

classifier and the cosine distance-based classifier

in an alternate way. Such combinations resulted

in eight different age-invariant face recognition

algorithms. The proposed algorithms were mainly

designed to perform face verification, but they

were validated in the identification mode as part

of the experimental work. The proposed

algorithms were given names as 1.a, 1.b, 2.a, 2.b,

3.a, 3.b, 4.a, and 4.b for simplicity. A brief

description of the proposed age invariant face

recognition algorithms is illustrated in Table III to

remind the reader of the differences between the

proposed algorithms.

Table 3: The Proposed Age Invariant Face Recognition Algorithms

Samples Class (subject ID)

1.a PCA+K-means with one prototype.

1.b PCA+K-means with two prototypes.

2.a Non-PCA+K-means with one prototype.

2.b Non-PCA+K-means with two prototypes.

3.a
PCA+Cosine-based classifier with mean

prototype.

3.b
PCA+Cosine-based classifier with max

prototype.

4.a
Non-PCA+Cosine-based classifier with

mean prototype.

4.b
Non-PCA+Cosine-based classifier with

max prototype.

IV. EXPERIMENTS

All the face images in the FG-NET and MORPH

databases were properly normalized and

pre-processed. The pre-processing stage

comprised converting the color input images into

8-bit grey-scale images, locating the eyes

manually, normalizing (scaling and rotating) the

images geometrically in such a way that the

centers of the eyes were localized at predefined

positions, cropping the face parts of the images,

and resizing the cropped area to a standard size of

200x200 pixels, and finally, normalizing the face

images photometrically by eliminating their mean

and scaling their pixels to unit variance [37]. A

number of examples of the normalized images

from the FG-NET and MORPH databases are

shown in Fig 13 and Fig 14 successively.

Fig. 13: Pre-processed Sample Images of 5 different subjects from the FG-NET
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Fig. 14: Pre-processed Sample Images of 5 different subjects from the MORPH

For all experiments, frontal faces were normalized

using the location of 68 manually established face

feature points. These points are triangulated and

the image warped with a piecewise affine warp

onto a coordinate frame in which the canonical

points are in fixed locations.

This process is similar to the preprocessing used

prior to the computation of AAMs [38],

[39]. Finally, pose correction was performed for

non-frontal face images using the same method

adopted by Kambhamettu et al. [40], which uses

AAM technique as proposed by Cootes et al. [41].

As mentioned before, the images from FG-NET

are annotated with 68 face feature points;

consequently, a generic model was used to fit

these points and calculate the pose of the face.

Finally, pose correction was performed by

warping the image onto the model. A number of

pose corrected sample images from the FGNET

and MORPH databases are illustrated in Fig 15,

where the images in the top row are the original

images and the images in the bottom row are the

pose corrected images.

The verification tests were performed using the

leave-one-person-out (LOPO) scheme adopted by

Ling et al. [9] and Park et al. [6] (most commonly

used for evaluating face recognition systems). In

the first experimental setup, verification was

performed using k-means clustering unsupervised

classification. Each image in the FG-NET and

MORPH databases was used once as a test image.

The feature vector acquired from the test image is

matched with all the prototypes of the different

clusters (classes) related to the different subjects.

The genuine similarity scores are produced when

a test feature vector is matched with a prototype

that belongs to the same subject as the test feature

vector. The imposter scores are produced when a

test feature vector is matched with a prototype

that belongs to a different subject. In the case

when k-means clustering is performed with two

prototypes, the maximum similarity score

produced from matching the test feature vector

with the two prototypes of each cluster is

considered the final matching score.

Fig. 15: Sample Images Collected Before and After Preprocessing

In the second experimental setup, identification

was performed using K-nearest neighbor

classification to acquire the verification rate for

the proposed approach. In the LOPO scheme, the

 © 2023 London Journals Press60 Volume 23 | Issue 1 | Compilation 1.0

Lo
nd

on
 Jo

ur
na

l o
f R

es
ea

rc
h 

in
 C

om
pu

te
r S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y

Age Invariant Face Recognition using Feature Level
 
Fused

 
Morphometry of Lip-Nose and Periocular Region Features

(February 2016)



entire set of images of a single subject was used as

test images and the rest of the images were used

for training the framework. When a test feature

vector is matched with a training feature vector

that has the same true class label as the test vector

a genuine matching score is produced. When a

test feature vector is matched with a training

feature vector that has different true class label

than the test vector label, an imposter similarity

score is produced. Finally, the genuine and

imposter scores in both of the experimental

setups are used to calculate the verification rate.

The close-set identification tests were also

performed using the leave-one-person-out

(LOPO) scheme. In the first experimental setup,

identification was performed using k-means

clustering unsupervised classification. Each image

in the FG-NET and MORPH databases was used

once as a test image. The feature vector acquired

from the test image is matched with all the

prototypes of the different clusters (classes)

related to the different subjects. In the case of the

FG-NET database there are 82 classes. Then, the

test feature vector is assigned the label of the

prototype that yielded the maximum similarity

score. In the case when k-means clustering is

performed with two prototypes, the maximum

similarity score produced from matching the test

feature vector with the two prototypes of each

cluster is considered the final similarity score. In

the second experimental setup, identification was

performed using K-nearest neighbor classification

to acquire the identification rate for the proposed

approach. In the LOPO scheme, the entire set of

images of a single subject was used as test images

and the rest of the images were used for training

the framework. This procedure was performed for

all the subjects to ensure that each subject was

used only once for testing. Also, the purpose of

this evaluation scheme was to make sure that the

images of one subject were not in the training and

testing sets at the same time. The LOPO was

combined with K nearest neighbor (KNN)

classifier in a way that every single image in the

face aging databases is used as a query image and

cosine score is computed between each query and

each of the remaining images. Then, the identity

of the subject presented in the query image is

recovered using the KNN match. In the

experiments over the FG-NET database

one-Nearest Neighbor was used. Since the

MORPH database is a very large database, the

optimum value of K was 3 based on the empirical

validation.

V.   RESULTS

In this section the results of evaluating the

performance of the proposed framework and the

proposed algorithms within the framework are

presented and discussed. As mentioned before,

the proposed algorithms within the framework

were evaluated over the FG-NET and MORPH

databases in the verification and identification

modes.

The performance of the k-means unsupervised

classifier degrades when the feature vectors

(feature matrix) was passed to it immediately

without projecting it to a PCA subspace. This can

be observed when the performance of algorithms

2.a and 2.b is compared with the performance of

algorithms 1.a and 1.b. Such results show the

effect of projecting the data into a PCA subspace

in enhancing the performance of k-means

unsupervised classifier. The ROC curves depicted

in Figure 4.3 shows clearly that replacing k-means

clustering classifier with a distance-based

classifier (cosine distance based classifier [42,

43]) has led to a degradation in the verification

performance even when the data was projected to

a PCA subspace prior to classification. The lowest

performance was reported when the feature

matrix was derived to the cosine distance based

classifier without projecting it to a PCA subspace

as shown in Fig 16.
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Fig. 16: The ROC Curves of the Proposed Algorithms Over the FG-NET Database

Moreover, the performance of the cosine distance

based classifier degraded when the test feature

vectors were matched with the mean of training

feature vectors (algorithm 4.a) instead of

matching the test feature vectors with each

training feature vector (algorithm 4.b). Algorithm

1.b was able to achieve an average verification rate

(GAR) of 94.31% over the FG-NET database.

The results of evaluating the proposed algorithms

over the MORPH face aging database in the

verification mode were in line with the verification

results reported over the FG-NET database.

Again, Algorithm 1.b presented itself as the best

performing among the proposed algorithms with

an average verification rate of 96.67%. Such

results support the conclusions that has been

made earlier in the combined effect of PCA

subspace and k-means clustering unsupervised

classification with multiple prototype in

improving the verification performance. The

results of evaluating the proposed algorithms over

the MORPH face aging database in the

verification mode were in line with the verification

results reported over the FG-NET database.

Again, Algorithm 1.b presented itself as the best

performing among the proposed algorithms with

made earlier in the combined effect of PCA

subspace and k-means clustering unsupervised

classification with multiple prototype in

improving the verification performance.

The results of evaluating the proposed algorithms

in the closed-set identification mode over the

FG-NET and MORPH face aging databases are

illustrated in Fig 17 and 18 respectively. The

figures depict the precision-recall curves of the

proposed algorithms. Varying the reference

threshold moved the operating point along the

precision-recall curves. Algorithm 1.b was able to

achieve the highest rank-1 identification

accuracies of 93.20% over the FG-NET database

and 95.22% over the MORPH database.

Moreover, the precision-recall curves have shown

the superiority of algorithm 1.b over the other

proposed algorithms. Table IV illustrates the

identification performance of algorithm 1.b in

terms of rank-1 identification accuracy, precision,

recall, and F-measure.
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an average verification rate of 96.67%. Such

results support the conclusions that has been



Database

Rank-1

Identification

Accuracy

Precision Recall F-measure

FG-NET 93.20 0.941 0.939 0.939

MORPH 95.22 0.9612 0.9592 0.960

The results depicted in Table VI show that only

the performance of the proposed framework was

validated in both verification and identification

modes. The rest of the systems were either

validated in the verification or identification

mode. Moreover, the proposed framework was

able to achieve equal error rates of 7.22% over the

FG-NET database and 6.51% over the MORPH

database. The equal error rates achieved by the

proposed framework are the lowest rates among

the reported results in the literature review.

Also, the rank-1 identification accuracy reported

by the proposed framework exceeds the highest

rank-1 identification accuracy reported in the

literature review by Park et al.[6]. Except

Mahalingam et al. [11], all of the existing age

invariant face recognition systems were tested

over subsets of the MORPH and FG-NET

databases.

Fig. 17: FG-NET Database Close-Set Identification Results
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Table 4: The Close-Set Identification Results



Fig. 18: MORPH Database Close-Set Identification Results

The results of the periocular biometrics

experiments have shown that it is more effective

in terms of verification rate and processing time

to use the Periocular region as a biometric trait

rather than a full face. Also, the results of the

Periocular biometrics experiments have shown

that the LBPV and GIST descriptors are the

optimal face descriptor to be used for extracting

the face features from the Periocular region.

Accordingly, the Periocular region was selected to

be adopted as a face biometric trait in the

proposed framework. Also, both of the GIST and

LBPV descriptors were used for extracting the face

features from the Periocular region.

The proposed system is the only system that was

validated in both the verification and

identification modes over the entire FG-NET and

MORPH databases. Using algorithm 1.b, the

proposed framework achieved equal error rates of

7.22% and 6.51% over the FG-NET and MORPH

database respectively. Moreover, the proposed

framework achieved maximum rank-1

identification accuracies of 93.20% and 95.22

over the FG-NET and MORPH database

respectively. To the best of the researcher’s

knowledge such results are the highest results

reported in the literature review so far.

Table 6: Comparing the Performance of the Proposed Framework with the Existing Age Invariant Face

Recognition Systems Results

Method Database

EER

reported (%)

Rank-1

Identification

Accuracy (%)

Ramanathan et

al.[5]

Private Database

(109, 109)
- 15.00

Geng et al. [7]
FG-NET (10, 10)

(only a subset)
- 38.10

Park et al.[6]

FG-NET (82, 82)

(only a subset)
- 37.40

MORPH (612,

,612) (only a

subset)

- 66.40

 © 2023 London Journals Press64 Volume 23 | Issue 1 | Compilation 1.0

Lo
nd

on
 Jo

ur
na

l o
f R

es
ea

rc
h 

in
 C

om
pu

te
r S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y

Age Invariant Face Recognition using Feature Level
 
Fused

 
Morphometry of Lip-Nose and Periocular Region Features

(February 2016)



Ling et al.[8], [9]

FG-NET (62, 272)

(only a subset)
24.10 -

MORPH (5060,

20,140)
29.38 -

Mahalingam et

al. [11]

FG-NET

(82,1002) (entire

database)

24.08 -

MORPH (5060,

20,140)
16.49 -

Lip-Nose

Morphometry

Amal et al. [44]

FG-NET

(82,1002) (entire

database)

36 85.89

MORPH Album2 27.14 78.21

Periocular

Region Features

Amal et al. [45]

FG-NET

(82,1002) (entire

database)

26.42 89.68

MORPH Album2 17.02 93.35

The Proposed

Framework

Algorithm 1.b:

PCA+K-means

with two

prototypes.

FG-NET

(82,1002) (entire

database)

7.22 93.20

MORPH Album2 6.51 95.22

Lip-Nose

Morphometry

Amal et al. [44]

FG-NET

(82,1002) (entire

database)

36 85.89

MORPH Album2 27.14 78.21

VI. CONCLUSION

This research study proposed a novel

age-invariant face recognition framework based

on two simple yet effective face traits. The

proposed approach addresses the face aging

problem in a more direct way without relying on a

generative aging model. This obviates the need for

a training set of subjects that differ only in their

age with minimal variations in illumination and

pose, which is often a requirement in building a

generative aging model. The first trait is a set of

anthropometric measurements related to the

lip-nose complex. Several physiological studies

have proved that the arithmetic range of the

lip-nose complex measurements is different for

different ethnicities, and thus, can be adopted for

ethnicity classification. The same studies have

proven that such measurements have a different

arithmetic range of different genders within the

same ethnicity. Moreover, some of the studies

concluded that there is a possibility that the

growth rate of such measurements is unique for

each individual. The second trait is based on

extracting texture features that are robust and

rotation invariant in the periocular region using

the LBPVar and GIST descriptors.
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